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The Path Forward
Research Needed to Achieve Exascale Performance

• Extreme voltage scaling to reduce core power
• More parallelism 10x – 100x to achieve speed
• Re-architecting DRAM to reduce memory power
• New interconnect lower power and distance
• NVM to reduce disk power and accesses
• Resilient design to manage unreliable transistors
• New programming tools for extreme parallelism
• Applications built for extreme parallelism
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HPC Node Architecture 
What it is, and what it should be…

This research was, in part, funded by the U.S. Government, DOE and DARPA. The views and conclusions 
contained in this document are those of the authors and should not be interpreted as representing the official 

policies, either expressed or implied, of the U.S. Government.
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Top HPC Challenges 
(from Shekhar Borkar’s July, 2015 ISC Talk)

1. System Power & Energy 
2. New, efficient, memory subsystem 
3. Extreme parallelism  

– Data locality,  
– Programmability  

4. New execution model  
– Self awareness  
– Introspection 

5. Resiliency for system reliability 
6. System efficiency & cost





Just How Dead is 
Moore’s Law?



Moore’s Law has 
Died More than Once



Moore’s Law for Si-Gate CMOS 
Ended at 65 nm 
(A 40-Year Journey)                                                                           



Moore’s Law for Planar 
Transistors Ended at 32nm



Moore’s Law Began for 
3D Transistors at 22nm



What’s Next for Moore’s Law? 
For Intel, III+V = 10nm QWFETs
April 21, 2015 by David Kanter  (realworldtech.com) 
“The industry will adopt Quantum Well FETs (QWFETs) that use a fin geometry and high-
mobility channel materials to achieve excellent transistor performance at nominal 
operating voltages around 0.5V (compared to roughly 0.7V for FinFETs) 

The industry will adopt III-V compound semiconductors (most likely In0.53Ga0.47As, 
alternatively InSb) for the n-type QWFET channel 
The industry will adopt strained Germanium (most likely) or III-V materials (as an 
alternative) for the p-type QWFET channelIntel will adopt QWFETs at the (mo15 or early 
2016 (alternatively at 7nm in 2017 or 2018) 

Intel will probably co-integrate conventional transistors and QWFETs, it is less likely (but 
possible) that the company will use separate substrates that are packaged together to 
optimize cost.”

http://realworldtech.com


QWFET Evolution

Non-planar, multi-gate InGaAs quantum well field effect transistors with high-k gate 
dielectric and ultra-scaled gate-to-drain/gate-to-source separation for low power …

M Radosavljevic, G Dewey… - … (IEDM), 2010 IEEE



Adam Brand, “Applied Materials Precision Materials to Meet FinFET 
Scaling Challenges Beyond 14nm,” Semicon West, July 2013

Equipment Industry Prepares for III-V FinFETs



Benefits of Near Threshold Voltage Operation  
Peak energy efficiencies at NTV and fine-grain power management

Potential for…
• More always-on / instant wake 

devices
• Intelligent everyday devices with 

battery/solar powered CPUs
• Longer battery lives for mobile 

computing  
• Scalable many-core chips for the 

datacenter
• Meeting extreme-scale compute 

challenges
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The Elephant in the Room







Exascale Continues to 
Lack a Strategic Imperative
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BAASiC 
Vision 

BAASiC will drive disruptive improvement in 
biomedical value chain through predictive biology 
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Exascale Five Years On
Good News: Moore’s Law is Alive and Well 

Bad News: Still No Strategic Imperative



Thank You!
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Commercial Relevance of Exascale
• Relevant and time-critical
• Extreme voltage scaling
• Power-reduced, bandwidth enhanced DRAM
• Power-reduced, latency enhanced storage
• Low-cost, low-power photonic interconnects
• Resilient design to manage unreliable transistors
• Less Relevant or time-critical
• Extremely parallel systems (millions/billions of threads)
• New programming tools for extreme parallelism
• Applications built for extreme parallelisma


